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Abstract— In the paper the problems of management of 

developing systems of the Internet of things are considered.  

The research approaches related to such systems is more 

focused on the development and application of methods of 

modeling, classification and  decision-making methods. In the 

course of processing primary data on scattered electromagnetic 

fields, it is necessary to take into account the incompleteness of 

the primary data. In this case, the methods of correlation 

analysis are used. Then there are opportunities for the 

implementation of the approximation of electromagnetic fields 

inside the premises and their prediction. An example of 

constructing a regression equation is given. 

Keywords—Internet of things, modeling, control, 

classification 

I. INTRODUCTION 

Intelligent technologies are now actively spreading and 

the cost of computer equipment is decreasing.  This led to the 

emergence of specialized computer systems.   

They provide opportunities in the design of electronic 

systems to make optimal decisions, to carry out diagnostics 

in an automatic or automated manner, and to perform a 

number of other problems.   

Internet of things systems [1, 2] are formed using the 

methods of system analysis and mathematical modeling 

based on the professional experience and knowledge of 

experts, accumulated statistical data, so people who use them 

are used to trusting the recommendations of the program.   

The majority of such systems are based on classification-

predictive and optimization models, the accuracy of which is 

greatly influenced by the quality of the initial statistical data 

[3]. 

Among the main problems that researchers have to face 

when processing the initial data for modeling, one can single 

out those that are associated with the processing of various 

heterogeneous data, including those that are incomplete. 

Many standard methods can now be specified.   

They are included in the mathematical and statistical 

packages and allow you to solve a number of existing 

problems [4].  

But, not all statistical methods and algorithms can be 

applied in order to work with arbitrary data sets.  Not all 

processing procedures can be easily implemented using 

standard tools. 

Therefore, it is necessary to develop a method for 

preliminary data processing.  It will carry out classification 

and predictive modeling.   

Qualitative indicators will be converted into numerical 

estimates [5]. 

The purpose of the paper is to develop an appropriate 

methodology that allows for preliminary processing of 

statistical data describing electronic systems. 

II. CHOOSING A METHOD FOR ANALYZING THE SIGNIFICANCE 

OF FEATURES   DEPENDING ON THE NATURE OF THE PROBLEM 

BEING SOLVED 

One of the problems that arise in the construction of 

classification and prognostic models is the assessment of the 

significance of indicators, which is necessary in the 

formation of the optimal feature space [6]. 

In statistical approaches, the following statistical tests 

are most common: Shannon J-test, Pearson 2-test, 

Kolmogorov а-test, Kullback I-test, Student's t-test, Fisher's 

F-test, Wilcoxon's U-test.   

The choice of criterion depends on the nature of the 

input data [7, 8].   

At the same time, the result of the assessment according 

to various criteria may differ slightly, in this case, some 

comprehensive assessment is required.  However, in 

addition to this, it is necessary to take into account the 

nature of the problem being solved.   

When preparing data for predictive modeling, the 

significance of features evaluates the degree of their 

influence on the simulated value.  When building 

classification models, the degree of difference between the 

compared groups. 

 

III. DEVELOPMENT OF A FEATURE SPACE OPTIMIZATION 

ALGORITHM  

Practice shows that we desire to reflect a larger number 

of actually existing factors, various characteristics of an 



2021 International Seminar on Electron Devices Design and Production (SED) 

 

object or process. In this cases we not only does not increase 

the accuracy of solving the problem. We make the model 

quite cumbersome and difficult to perceive.   

Therefore, already at the stage of research, it is advisable 

to clearly establish which characteristics of an object or 

process are the most significant and which can be neglected.   

The optimal choice of the feature space largely ensures 

the efficiency and quality of functioning of algorithmic 

schemes.   

In fig.  1 we can see a variant of placing the transmitters 

indoors in the system of Internet of things.  Measurement of 

the values of the electromagnetic field in a finite number of 

points is carried out. 

It is necessary to approximate the field values indoors.  

It is also important to consider the possibility of conducting 

field evaluations when the data may be incomplete. 

 
Fig.  1. Example of placing wi-fi points indoors 

 

We use the criterion of optimality. We must  minimize  

of the number of measured parameters.  

It is provided that the selected parametric system is 

sufficiently informative [9, 10].  

In this case, it turns out to be possible to establish the 

functional dependence of each of the parameters with the 

head parameter, which makes it possible in the future to 

judge their values. 

 

IV. DEVELOPMENT OF INFORMATION FILTERING PROCEDURES  

The main heuristic rule for information filtering is the 

selection of information messages with the most probable, 

i.e.  the most typical set of information for this situation. 

All initial information of Internet of things can be 

represented as a set of objects 

1

inic

inic n
n

gINF
N

=

= , (1) 

where Nin is the volume of the original sample. Each 

observation is characterized by a set of indicators: 

 1 2 :   , ,..., ,..., inici
n n n n nnn g P P P P P

I → = ,  (2) 

where 1, inici I=  is the index of the indicator,   1, inicn N=  - 

serial number of observation. 

We consider the first stage of information filtration. In 

this case for each indicator ()iP , the lower and upper 

permissible limits min()iP  and max()iP   are set. Then we 

filter out messages that cannot be reliable.  

We do it because the value of considered set of 

parameters is out of necessary  range.  After the calculations  

we obtain the set   

1
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We use it with the taking into consideration following 

condition: 

min max, : : : :i i i

nn i P P P      (4) 

We considering  problem (2) for the set { ())inicP  of 

values of the parameters of objects ng . Then a cross-

correlation matrix is formed. We form it as a set of values 

,
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In this expression i and j are the indices. They describe the 

row and column of the matrix R.  We use Spearman's 

criterion. In this case the significance threshold of the 

according correlation coefficient r0 can be set.  The initial 

cross-correlation matrix R is transformed into a discrete 

correlation matrix 
,

ij

i j

CORR corr= . We do it according to 

the rule 
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The "weights" of the parameters Vi are calculated for 

each row i of the matrix CORR obtained in this way:  
inic

1

1, 1,
I

i ij inic

j

V b i I
=

= − =   (7) 

The index of the row im of the matrix CORR for the 

parameters with the maximum weight  | maxm i i
i

i i V V


= =   is 

determined.  There are several parameters with the weight 

maxi
i

V V


= . The first of them is selected. Then the im-th 

correlation sets is formed. We take into the consideration  

significant discrete correlation. The parameters with index j 

are included in the sets, for which it is true 

 1, 1,
mi jb j I= = . (8) 

The row with the index im and the columns with the 

indices j of the correlation matrix CORR determined.  

According to (8) they are zeroed.  

We can see that  the process of forming the sets is 

repeated.  The determination of the values of the parameter 

weights is carried out  according to (6). 

In this case the considered technique is the simplest. Also 

it is most accessible for algorithmization.  Its computer 

realization  is not laborious. In this case we use quite less 

volumes of memory.   

However, it has significant drawbacks due to the 

following reason.  

In this method the values of the correlation coefficients 

are used.  

It is assumed that the parameters Pi
n of the objects gn 

should have a normal distribution law.   

This limitation is very significant, since it is often 

impracticable. 

The use of nonparametric robust criteria, for example, 

Spearman's rank correlation coefficients, as estimates of 

similarity measures, also does not ensure their adequacy, 

since these estimates in some cases are approximate. 
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It is most natural to use the geometric approach to 

determine the measure of similarity (difference).   

In this case, the similarity of two series of numbers 

(parameter values) is identified [11, 12] either with the 

distance between them, determined using one or another 

metric, or with the value of some predetermined function 

over a predetermined metric. 

To determine the degree of similarity (closeness) of two 

series of numbers Pi
n={Pi

1, Pi
2,…, Pi

Nf} and Pi
n={Pj

1, Pj
2,…, 

Pj
Nf}, which are the values of parameters with indices i and j  

( inic, 1,i j I= )  of the original set Gf, one can  use metric 

transformations such as Mahalanobis distance, Euclidean 

and weighted Euclidean, Hemming distance.   

In this case, the degree of proximity is determined. We 

can do it by comparing with some predetermined limit. It 

considered for calculated distances.   

The objects are analyzed similar if the distance between 

them does not exceed this limit. If we show another cases, 

they are dissimilar.   

In this technique, it is impossible to rigorously formalize 

the concept of a measure. Sometimes we consider it as a 

measure of proximity. the values of the parameters and set 

limit are connected with the degree of similarity.  Two 

distributions i

nP  and  j

nP ( 1, fn N= ) can be considered 

during solving the problem. They are related by dependence 
i j

n nP kP= . In this expression k is a constant. It can be 

calculated for a fixed value of the limit. By it the similarity 

will be obtained.  

The calculations are carried out according to correlation 

analysis. 

We can use another technique. The main idea is using 

distances in the feature space.  

In it we use some specially arranged functions 

( , )i j

n nF P P . They can be considered as  potential apprroach.   

These functions take a value from 0 to 1. The calculation 

of them connected with "potential" of the object i

nP . It 

considered in relation to the object j

nP .   

During the analysis the feature space is not fixed. Then 

the estimates obtained are not visual [13]. 

We consider a simple technique for calculating estimates 

of the degree of similarity. This technique can be 

characterized  by many positive characteristics. 

1. The values of the features Pi
n ( 1, inici I= , 1, fn N= ) 

are reduced to one in order to limit and fix the feature space: 
i

i n

n i

n

n

P
PN

P
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, 1, inici I= , 1, fn N= ,  (9) 

those discrete distributions of features PNi
n 

( 1, inici I= , 1, fn N= ) with total weights equal to one 

( : 1i

n

n

i PN


 = ) are formed. 

2. Similarly to the Hamming distance, the integral 

difference in the values of the normalized distributions for 

each pair is determined: 

| |i j

ij n n

n

s PN PN


= − , ( , 1, inici j I= ). (10) 

3. The value of the degree of similarity can be obtained 

for pair of features 

qij = 1 – sij, ( , 1, inici j I= ). (11) 

From the experiments we obtain that the similarity 

coefficient q is basically the same as the correlation 

coefficient.  

It takes values from -1 to +1. Fist boundary which is 

equivalent to a statement like "absolutely opposite". Second 

boundary is equivalent to a statement like "absolutely hike".   

Absolute dissimilarity  is according to the zero value of 

the q coefficient. 

In this case it is possible to carry out an equivalent 

replacement in the method of discrete correlation sets. We 

use it  for the given nonparametric estimate of the degree of 

similarity. 

V. FORMATION OF INTEGRAL CHARACTERISTICS BASED ON 

NORMALIZED INDICATORS AND SCORES 

Evaluation of the current state of the Internet of things  

modeling or forecasting its changes in time is possible. It  

use the determination of according characteristics [14].   

Such technique is sometimes necessary when choosing 

one of the alternative management influences. We use  a 

forecast of changes for considered individual indicators. We 

can see that none of them gives a complete description of 

the state of the system.   

We need an indicator.  It allows the analysis of the level 

of the control object, Then we can estimate the state of 

individual elements of the system. They are  under study 

and the resulting forecast. Their significance we take into 

the consideration in the model. 

The integral indicator is calculated. In its formation we 

analyzed  characteristics.  

Then we use the technique of a priori ranking. Also we 

take into consideration “correlation sets” [15, 16]. 

The score system can be constructed with normalization.  

The expression for integral factor is the following: 
N

i 1

N

i iIF w X
=

= . (12) 

Here N is the number of factors, that we use in model; 

 iw  - weight (significance) of the i-th factor, 

N

iX  - normalized (point) score of the i-th factor. 

Why we must use the method of a priori ranking? By it 

we can estimate characteristics of each component. It can be 

carried out with expert technique. 

We must collect a priori information. It can be carried 

out by experience. Also we take into consideration 

knowledge of experts. The number of experts is m. 

   

The assessment is made on an n-point scale.  Based on 

the totality of experts' opinions, a ranking matrix is drawn 

up.   

If some factors are assigned the same rank by the same 

expert, the ranking matrix must be normalized so that the 

sum of the ranks in each column equals n (n + 1) / 2. 

The consistency of the opinions of the participants in the 

examination is determined by calculating the coefficient of 

concordance (consistency) with the subsequent 

determination of the assessment of the significance of the 

results [17, 18]. 
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The values of the weights iw  are calculated by the 

formula 

1

( 0,5 ( 1))

m

ij

j

i

m n r

w
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=

 −

=
  −  −


, 1,i n= . (13) 

 

where rij   ( 1,j m= ) is the rank assigned by the j-th expert, 

and 
1

1
n

i

i

w
=

= . 

According to normalization, the sum of all the weight 

coefficients iw  is equal to 1. The upper normalization limit 

is equal to t. 

We can see in fig. 1 the algorithm for estimation  the 

integral indicator.  . 

 
Fig. 1.  Scheme of the algorithm for constructing an integral factor 

 

Determination of the weight of each feature based on expert 

estimates according to the formula 

1

( 0,5 ( 1))

m

ij

j

i

m n r

w
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=
  −  −


, 

where, 1,i n=  m is the number of experts, rij  is the rank 

assigned by the j -th expert to the i -th feature 

Calculation of the integral indicator according to the 

formula: 
N

i 1

N

i iIF w X
=

=  

where wi is the weight (significance) of the i-th feature, Xi
N  

is the normalized (point) score of the i -th feature. 

 

VI. RESULTS 

For the practical implementation of the proposed 

algorithms in the C ++ programming environment, an 

instrumental system for preliminary information processing 

for classification and predictive modeling was developed.   

It includes subsystems for export/import of data, 

increasing the reliability of data, choosing the optimal 

indicators for classification and predictive modeling, 

integral assessment.   

The created complex covers all the tasks described.  We 

assessed the efficiency of using the developed complex of 

algorithms for preliminary data processing.  For this case, a 

comparison was made of the adequacy of the predictive 

models built on the basis of the data we processed in 

comparison with the models obtained in the monograph 

(hereinafter referred to as the initial or basic version of the 

models).   

Before building the models, the values of features were 

normalized relative to the boundaries of change.  Then the 

data was filtered.  The histogram of the distribution of the 

degree of reliability for this information base is shown in 

Fig. 2. 

Based on the histograms, the threshold value of the 

degree of reliability of objects was determined: w0 = 0.1.  A 

confidence value lower than w0 (w = 0.87) took place for the 

database object "Distribution of the electromagnetic field in 

the room".   

The cardiologist confirmed the presence of an 

unacceptable combination of characteristics in this object.  

Thus, using the information filtering algorithm, it was 

possible to exclude 1 object containing abnormal values of 

indicators [19, 20]. 

After that, the gaps were filled.  For each gap, a matrix 

of four close rows and four columns was built, determined 

based on the modulus of the distance between objects [21, 

22].   

Based on the formed matrix, fourth-order regression 

equations were constructed using the least squares method.   

Moreover, each equation had its own weight, calculated 

on the basis of the module of the distance between objects.  

For example, to determine the value of the attribute 

"Scattered field level value" of the first observation, the 

equations given in table 1 were formed. 

. 

 
Fig:  2. Histogram of the distribution of the degrees of confidence of 

complete observations before filling the gaps in the database  "Scattered 
field level value" 

A set of Gf was formed, consisting of 125 objects in the 

first case and of 236 objects in the second, on the basis of 

which the further construction of predictive models was 

made. 

To assess the significance of the features, the following 

indicators were calculated: 

 - correlation coefficients r, characterizing the degree of 

relationship of features with the leading indicator; 
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 - the coefficients of regression models a, describing the 

relationship of the normalized values of features with the 

leading indicator; 

 - similarity coefficients q, based on the geometric 
approach and taking into account the Hamming distance 
between the feature and the leading indicator.

 

TABLE 1 REGRESSION EQUATIONS FOR DETERMINING THE VALUE OF THE ATTRIBUTE "SCATTERED FIELD LEVEL VALUE" OF THE 

FIRST OBSERVATION OF THE DATABASE "DISTRIBUTION OF THE ELECTROMAGNETIC FIELD INDOOR"  

 
Regression equation Scattered field level value, 10 дБ  Weight 

y = 4.806,7x4 – 5.534,3x3 – 0.310,5x2 + 2.034x + 0.000,4 0.344,9 0.268,4 

y = – 8.808x4 + 22.4021x3 – 18.027,1x2 + 5.440,2x – 0.003,8 1.002,3 0.248,8 

y = – 6.973,1x4 + 17.566,4x3 – 14.075,6x2 + 4.358x + 0.122,6 0.543,0 0.242,5 

y = – 0.636,8x4 + 8.393,6x3 – 11.311,2x2 + 4.530,8x + 0.013,5 0.428,0 0.240,3 

Total  for  rows 0.576,5 1.000,0 

y = 20.126,5x4 – 37.721,3x3 + 22.618,7x2 – 4.707,4x + 0.313,6 0.629,9 0.282 

y = 6.238,4x4 – 13.280,9x3 + 8.445,3x2 – 1.069,7x + 0.392,9 0.559,7 0.258 

y = – 9.519,9x4 + 17.995,8x3 –10.967,2x2 + 2.527,3x + 0.477,2 0.698,5 0.230,4 

y = – 8.377,8x4 + 16.264,2x3 – 10.344,8x2 + 2.548x + 0.477,8 0.709,1 0.229,6 

Total  for  columns 0.645,8 1.000,0 

Total 0.611,1  

 

VII. CONCLUSION 

When constructing classification and prognostic models, 

it is advisable to carry out preliminary processing of the 

initial data using the developed computer system.  The 

approbation of the developed system, carried out on the basis 

of databases and predictive models developed on their basis, 

showed that the use of data preprocessing algorithms makes 

it possible to improve the quality of the initial data and, as a 

consequence, to increase the adequacy of the models built on 

their basis. 
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